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Abstract 
Although Hadoop at the core of computing systems , but the efficiency is very low, ,and 
due to the Map Reduce scheduling system is not well on the process for priority 
classification, This article from the efficiency point of view, allocate weight values of task 
priority, In the weighting process, According to the Container resource request amount, 
expect a resource located node, the number of Container, submitted to the four main aspects 
of time for modeling Container, Because the running priority, making the system to 
improve the operational efficiency. 
Key words: HADOOP, CONTAINER, SCHEDULING ALGORITHM,WEIGHTED 
VALUE, PRIORITY 
 

 
 
 
 
 

 

268 © Metallurgical and Mining Industry, 2015, No. 4 



    IInnffoorrmmaattiioonn  tteecchhnnoollooggyy  

Introduction 
1980s can be said to be a milestone in the 

development of computer network, because of the 
emergence of the computer local area network, 
connected to an AC joint operation of multiple 
computers and information [1]. Computer systems 
are becoming increasingly complex. 
With the advent of cloud computing systems, 
Hadoop in large-scale processing of data obtained 
in a wide range of applications [2], due to the 
Hadoop has many features, such as increasing the 
number of cluster points that can be edited, 
extended cluster size. Hadoop itself has a central 
role as a computing platform. However Hadoop 
also has some drawbacks, the most important is the 
Hadoop appear in low efficiency of the scheduling 

process. Since the process for the job priority is not 
given a better determination, leading to Hadoop 
reduced efficiency in the process [3]. 

We all know, use of the network, has been 
inseparable from contemporary college students , 
college students learn everyday life, chat, 
messaging, email , news, video , and many other 
embodies the importance of networking , the paper 
got the rate of change of various types of network 
application usage 2010-2011, shown in Fig.1. 
Along with the growing popularity, the use of 
computers to have higher requirements to the 
performance, for Hadoop, the existing scheduling 
algorithm including delay scheduling method [4], 
Newest algorithm [5], etc. 
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Figure 1.  The rate of change of various types of network application usage 2010-2011 

 
The Hadoop task scheduling 
The resource allocation process is shown 

 in Figure 2. 
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Figure 2.  The resource allocation process scheduler 
 

The resource allocation process is: 
(1) Node manager finishing node 

information through the periodic response; 
(2) Resource manager and node manager 

returns the periodic response, release the Container 
list information; 

(3) Resource manager receives a node 
manager information trigger node update event; 

(4) Resource scheduler in the receive node 
updates after the incident, according to certain 
strategy will be the strategy of resource allocation 
for each application node; 

(5) Application to the resource manager 
sends periodic signal, to receive the newly 
allocated Container; 

(6) Resource manager receives the 
application lifecycle information after the 
allocation of Container response to periodic 
returns; 

(7) The application receives the new 
distribution Container distribution list, internal 
task. 

Establish class hierarchy 
(1) Establish the factors setU ,let 

( )1 2 kU U U U= ⋅⋅⋅ . 
(2) The establishment of evaluation setV

,let ( )1 2 nV V V V= ⋅⋅⋅ .Under the general 

assessment system to determine selection level 

domain, { }1 2 3 4, , ,V V V V V=  . 
(3) The establishment of fuzzy evaluation 

matrix mapping from  toV , the fuzzy relation 
matrix obtained as follows,First of all, on any one 

iu  made an evaluation of the ),,2,1)(( niuf i =

, we can get from U  toV  fuzzy relations, that is, 

)(),,,()(
)(:
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 Fuzzy relation can be get from fuzzy 

mapping,that is,
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 .Each 
line of fuzzy relation R, reflects the degree of 
influence factors on the object of the line judge, at 
the same time.Each column of R, row reflects the 
extent to which factors influence the judgment of 
the object. 

(4) Establish weight set,
)(),,,( 21 UFaaaA n ∈=  , satisfy the conditions :
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Establish goals, rule, and program level 
relationships.Target level: The effect of Container 
selection.Factors programs : the criterion level 

[6]， 1c is container resource request amount、 2c

is the number of Container、 3c  is expect the node 

resources 、 5c is container commits time. As 
shown in Figure 3. 

  

 
 

Figure 3.  Class hierarchy 
 

Constructing judgment matrix (paired 
comparison) 
In order to make pair wise comparison between the 
various factors to be quantified judgment matrix, 
the introduction of a scale of 1 to 9, shown in 
Table 1. 
 
Table 1. 1 to 9 scale table 
 
Scale 

ija  

Define 

1 i and j factors are equally important 
3 i factor is more important than j factor 

slightly 
5 i than j factors are more important 
7 i than j factors is very important 
9 i factor than j is absolutely important 
2,4,6
,8 

The middle scale values 

Reci
proc
al 

If i and j factors compare, obtained value 

is, jia  =1/ ija
， iia =1 

First solve the judgment matrix, based on 
the above principles; the reference scale is set from 
1 to 9 and according to experts and a lot of 
experience and reference documents, obtained pair 
wise comparison matrix under four criteria, the 
results of Table 2. 
 
Table 2. Comparison Matrix 
 
 

1c  2c  3c  4c  

1c  1 8 5 3 
 1/8 1 1/2 1/6 
 1/5 2 1 1/3 
 1/3 6 3 1 

 
Hierarchical single sorting and 

consistency check 
Tested with consistency index: 
max

1
nCI

n
λ −

=
−

                                                     (3) 

2c

3c

4c

The effect of Container selection 

Container 
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Container 
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Where  is the maximum Eigen values 
comparison matrix, n is the order of the 
comparison matrix. The greater the value of CI  
can be determined by the end of the consistency of 
the matrix. On the contrary, the judgment matrix 
has sex small. 

Hierarchy total sorts and consistency check 

Comparison Matrix is

1 8 5 3
1/ 8 1 1/ 2 1/ 6
1/ 5 2 1 1/ 3
1/ 3 6 3 1

A

 
 
 =  
 
  

, 

Column vector normalization is 
0.603 0.470 0.526 0.667
0.075 0.059 0.053 0.037
0.121 0.118 0.105 0.074
0.201 0.353 0.316 0.222

 
 
 
 
 
  

, 

Row vector summation is 

2.266
0.224
0.418
1.092

 
 
 
 
 
  

, 

When they are Normalized, 

(0)

0.567
0.056

W =
0.104
0.273

 
 
 
 
 
  

 

 

 

 

Tested with consistency index :

，   , RI values can be get 

from Table 3. 

 
Table 3.  RI values 
 

 1 2 3 4 5 6 7 8 9 10 11 
 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 

 

where ,

,

.The judgment 
matrix A  represents the degree of inconsistency 

within the allowable range , available at this time 
instead of the eigenvectors of A  weight vector . 
The use of a hierarchy chart to get the results 
shown in Figure 4: 

 

Figure 4.  Hierarchical structure 
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Empowerment results obtained: Container 
resource request to obtain the weights for the 
amount of 0.156, the number of Container gain 
weight is 0.367, Container expected resource 
where nodes obtain weight is 0.204, and Container 
submission time gets the weights for the 0.273. 

Conclusions 
Job scheduling system is the core Hadoop 

platform, largely affected the performance and 
efficiency of the system platform. This paper uses 
the AHP empowerment scheduling algorithm in 
computing power on the basis of the algorithm, 
based on the amount of resource requests, 
according to the Container , expect the node 
resources , Container Number , Container weights 
submit time , when the system is idle high priority 
scheduling weights operations. To enable the 
system to adjust the order of execution of 
operations, reduce waiting time, and improve the 
operating efficiency of the system. 
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