Identification of control systems for ore-processing industry aggregates based on nonparametric kernel estimators
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Abstract
The study results of nonparametric kernel estimator methods for solving the control systems identification problems of concentrating production technological aggregates in conditions of characteristics instability of the raw material, which is fed to processing, are presented.
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Introduction

To improve the efficiency of the mining enterprises functioning under the market conditions, it’s necessary to reduce the cost price and power consumption of technological processes of extraction and processing of raw materials. In the structure of mining enterprises energy consumption the share of the ore processing plant is about 20%, as well on the electricity consumption the concentrating transformation is the most power-consuming - it accounts for about 44% of the amount consumed on the enterprise.

In modern conditions on mining enterprises the several technological ore types are processed. Thus the mining operations conducting system does not allow to produce the same type of ore quite a long time, which causes instability of mineral raw materials coming on beneficiation. One way to reduce the negative impact of the iron ore raw materials characteristics variability on the technological equipment energy consumption is to increase the identification accuracy of the concentrating production control objects, which will improve the quality of the process control.

For today to solve the mining and processing industry technological processes identification problem the parametric functions are the most widely used [1-7]. Their characteristic feature is a strictly defined boundaries of forms varying, which may not always be adequately represented by one or another experimental dependence [8]. Therefore, it is advisable to switch from parametric functions to the non-parametric representation based on the weight functions.

The approach to the representation of the weights sequence is to describe the shape of a real symmetric weight function \( W_m(x) \) – kernel – by means of density function with a scalar parameter that controls the size and shape of the weights near \( x \) [9]. In the case of one-dimensional \( x \) the weights sequence for the kernel estimates is determined as follows

\[
W_m(x) = K_{h_n}(x - X_i) \bigg/ \hat{f}_{h_n}(x),
\]

where \( \hat{f}_{h_n}(x) = \frac{1}{m} \sum_{i=1}^{m} K_{h_n}(x - X_i) \) – is the Rosenblatt-Parzen kernel density estimator; \( K_{h_n}(u) = \frac{1}{h_n} K\left(\frac{u}{h_n}\right) \) – is the kernel with the width of \( h_n \). The weights normalization of \( \hat{f}_{h_n}(x) \) warrants that their sum is equal to one. Note that a kernel function and a smoothing window width should be chosen to satisfy the conditions of regularity [10].

As of today, there are enough large variety of kernel functions, the most common of which are the following [9, 10]: the quadratic kernel function, the Epanechnikov’s kernel, the Gaussian kernel, the triangular kernel, the rectangular kernel.

Objective of the work is the study of identification methods for the iron ore raw materials beneficiation technological processes based on the nonparametric kernel estimators methods and choosing their optimal parameters in order to create automated control in the conditions of the iron ore characteristics instability.

Materials and methods

To evaluate the effectiveness of the kernel functions is advisable to use the integrated mean squared error (IMSE), which is a global measure of error and has the form [11]

\[
IMSE \left[ \hat{f}(x) \right] = \frac{\phi_0}{nh} + \frac{h^4}{4} \kappa_5 \Phi_1, \tag{2}
\]

where \( \phi_0 = \int K^2(z)dz \); \( \Phi_1 = \left( \int f^2(x) \right)^2 dx \). After performing minimization IMSE by \( h \), we get the width of the window, which globally balances bias and variance

\[
h^* = \phi_0^{\frac{1}{25}} \kappa_5^{-\frac{2}{15}} \Phi_1^{-\frac{1}{15}} n^{-\frac{4}{15}}. \tag{3}
\]

The studies have shown that the optimum in terms of ensuring minimum mean square error is the Epanechnikov kernel [11, 12]. A significant impact on the identification quality renders the width of the window [8, 9, 12, 13]. Too small values of \( h \rightarrow 0 \) lead to a small number of observations, which catches the window. At the same time the smoothing function tends to pass through the every sample point, undergoing sharp jumps, because in this case estimation is based only on a small number of observations from the narrow neighborhood of the point \( x \), thereby decreasing the robustness. A large windows sizes \( h \rightarrow \infty \) leads to excessive smoothing. Let’s consider the research results of the basic nonparametric kernel estimators efficiency. There are Nadaraya-Watson, the Gasser-Müller, Priestley-Chao. The Nadaraya-Watson estimation of the expected value of the recoverable dependence \( E(y|x) \) on the basis of the kernel weights \( W_{m}(x) \) is defined by the following formula [9]

\[
\hat{m}_{NW}(x) = \frac{1}{m} \sum_{i=1}^{m} K_{h_n}(x - X_i)Y_i \bigg/ \frac{1}{m} \sum_{i=1}^{m} K_{h_n}(x - X_i). \tag{4}
\]

The Gasser-Muller estimation has the form

\[
\hat{m}_{GM}(x) = \frac{1}{h} \sum_{u=1}^{h} \left[ \int_{u}^{u+1} K_{h_n}(x-u)du \right] Y_i. \tag{5}
\]
Where \( s_1 = 1/2(X_i + X_{i+1}) \), \( s_0 = 0, s_m = 1 \). The Priestley-Chao estimation is given by

\[
\hat{m}_{PC}(x) = \frac{1}{h} \sum_{i=1}^{m} (X_i - X_{i-1}) K_{h_0}(X_i - x) Y_i
\]  

(6)

The most common indicators of selection optimality estimation for smoothing bandwidth are as follows [14]: the mean square error (MSE), the integral square error (ISE), the mean integrated squared error (MISE), the expected value of the integral square error (ISE), the average square error (ASE).

For the Nadaraya-Watson estimation the criteria ASE, ISE and MISE asymptotically provide the same level of anti-aliasing, that allows to use the most simple of them - the average standard error (ASE) [15]

\[
ASE(h) = ASE(\hat{m}_h) = \frac{1}{m} \sum_{i=1}^{m} (\hat{m}_h(X_i) - m(X_i))^2 w(X_i)
\]  

(7)

where \( w(\cdot) \) – is the weighting function used for points weight loss in the areas of the sparse data (at measurements interruption) as well as on the edges of the sample - to eliminate the errors due to edge effects. After substitution of the evaluation function \( m(\cdot) \) on the results of observations \( Y \), we obtain a function that can be calculated from the experimental data [14]

\[
p(h) = \frac{1}{m} \sum_{i=1}^{m} (Y_i - \hat{m}_h(X_i))^2 w(X_i)
\]  

(8)

The drawback of this approach is that \( Y_i \) is used in \( \hat{m}_h(X_i) \) to predict itself.

As a result the \( p(h) \) can be made arbitrarily small by setting \( h \to 0 \). In this case \( m(\cdot) \) becomes the interpolation of \( Y_i \). To eliminate this drawback the \( \Xi(u) \) function in the \( p(h) \) is introduced, which fines by too small values of \( h \) with the result that \( p(h) \) takes the form

\[
G(h) = \frac{1}{m} \sum_{i=1}^{m} (Y_i - \hat{m}_h(X_i))^2 w(X_i) \Xi \left( \frac{1}{m} W_h(X_i) \right)
\]  

(9)

where \( \Xi \) – is the corrective function.

The following corrective functions were investigated: Shibata's model selector, generalized cross-validation, Akaike's information criterion, Finite Prediction Error, Rice criterion, Koláček bandwidth selector, Fourier, Mallows.

The examples of the corrective function dependencies on the window width, obtained by using the software package Kernel Smoothing Toolbox [16] is shown in Fig. 1.

The best results were obtained using a Watson-Nadaraya estimation using the Epanechnikov core for window width \( h = 0.11 \) (Fig. 2).

The research results analysis of the identification methods for control systems units of the concentrating production on the basis of nonparametric kernel estimates showed that the most advisable is to use the Nadaraya-Watson estimates in conjunction with the cross-validation penalty function based on the Epanechnikov kernel. Further studies are advisable to carry out in the area of the convergence accuracy and speed improvement for the considered identification methods.

**Conclusions**

The research results analysis of the identification methods for control systems units of the concentrating production on the basis of nonparametric kernel estimates showed that the most advisable is to use the Nadaraya-Watson estimates in conjunction with the cross-validation penalty function based on the Epanechnikov kernel. Further studies are advisable to carry out in the area of the convergence accuracy and speed improvement for the considered identification methods.
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