Abstract
Multi-objective optimization is one of the main research fields in terms of optimization problem. As one of today's most effective random optimization algorithms, differential evolution algorithm is an effective tool to solve the multi-objective optimization problem. On behalf of the population evolution of the whole solution set, the differential evolution algorithm searches in the internal parallel way to be able to get multiple non-dominated solutions by optimizing the operation. Based on the “greed” selection mechanism and the “non-dominant” sorting idea of the population strategy, this paper focuses on the characteristics of multi-objective optimization problem and proposes a multi-objective dynamic differential evolution (MODDE) algorithm for solving such kind of problem. The experimental results show that the MODDE algorithm can solve to get approximate optimal solution with good convergence and dispersion can deal with continuous and discrete Pareto frontier multi-objective problems in various forms.
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1. Introduction
Multi-objective optimization problems widely exist in practical engineering application and scientific researches, which are a kind of very important, difficult and complex problems to solve. Since the 1960s, the multi-objective optimization problem has attracted the attention of more and more researchers from different backgrounds, and this is because the multi-objective optimization problem is very common and plays a vital role in real life[1]. Under same conditions, the processing with optimized technology will realize significant effects in such respects as the system efficiency increase, lower
energy consumption, reasonable use of resources and the improvement of economic benefit etc. Generally speaking, optimization problems in the science and engineering practices are mostly multi-objective optimization and decision making problems. It is a topic with very scientific research value and practical significance to solve the multi-objective optimization problems[2].

In terms of the multi-objective optimization, as there exist non-comparison and mutual contradiction between objectives, it is often very difficult to make each sub-objective achieve the optimal state at the same time. The reason lies in that the fact that one certain solution may be optimal in terms of one objective but worst in terms of another, and what the multi-objective optimization problem searches for is usually a group of equilibrium solutions, i.e. Pareto optimal solution[3]. Franklin put forward the problem of how to coordinate multi-objective contradictions in 1772, which can be considered as the earliest origin of multi-objective problem. In 1896, the French economist V. Pareto firstly proposed multi-objective programming problem in the study of economic balance and introduced the concept of the so-called Pareto optimal solution, and then spread such concept, and the generally accepted international multi-objective optimization problem was firstly put forward by him. In 1963, L.A. Zadeh put forward multi-objective control problem from the angle of cybernetics. In 1968, Z. Johnsen study carried out the study report of multi-objective decision-making problem, and such systematical study report is a landmark in the multi-objective optimization field and promotes the rapid development of the multi-objective optimization problem. Algorithms for solving multi-objective optimization problems include the non-Pareto algorithm and Pareto algorithm, and non-Pareto algorithm does not directly use the basic concept of Pareto optimization, and has the characteristics of high efficiency and is easy to implement. But it cannot produce some parts of Pareto optimal front end, while, the Pareto algorithm can make the whole population approach the Pareto optimal front end by using the non-dominated sorting and selection. Differential evolution (DE) algorithm is a novel heuristic intelligent search algorithm[4]. The differential evolution algorithm was originally used to solve the Chebyshev polynomial problem, but Storn etc. finds that DE is also effective in solving complex optimization problems. Differential evolution algorithm simulates the learning process of the individual’s collecting information in the population, and the reason why it is suitable to solve the multi-objective optimization problems lies in that a set of Pareto optimal solutions can be obtained in one operation process through the group information sharing operation, and besides, it is unnecessary to carry out the sorting of math in terms of multi-objective optimization problem. For most objective functions and constraint conditions, the differential evolution algorithm can be adopted to get solutions[5].

This paper first elaborates the multi-objective optimization problem, and presents the mathematical description of the multi-objective optimization problem, and then introduces the principle and evolution of differential evolution algorithm. Based on the above, the multi-objective dynamic differential evolution algorithm (MODDE) for solving multi-objective optimization problems is designed based on the “greed” selection mechanism and the non-dominant sorting idea of the population strategy. Finally the experimental simulation and analysis are discussed.

2. Mathematical Description of Single-objective Optimization Problem and Multi-objective Optimization Problem

With strong application, the optimization theory and technology is a discipline based on math, and the optimized quantity which only needs one objective function to express is known as the single-objective optimization problem, and the one with more than one objective needing being optimized is known as multi-objective optimization problem(referred to as MOP). In terms of multi-objective optimization problem, each sub-objective is mutually contradictory, and the improvement of one sub-objective may cause the performance degradation of another or the other few sub-objectives, that is to say, it is impossible to make many sub-objectives reach the optimal value at the same time[6]. The core of the multi-objective intelligent algorithm is to coordinate the relationship between the objective functions, and make each objective function seek the bigger (or smaller) optimal solution set as far as possible. One solution may be the best in terms of one certain objective, but the worst in terms of the other one. There is no solution which is optimal in terms of all objectives. This solution is usually referred to as the non-dominated solution or non inferior solution or Pareto solution, which was referred to by Vilfredo Pareto in 1896. Compared with the single objective optimization problem, the multi-objective planning corresponds to multiple optimal solutions. How to make the decision makers choose the required solution and how to construct the optimal solution set of multi-objective optimization problems are problems...
existing in the study of multi-objective programming[7].

2.1. Mathematical Description of The Single-objective Optimization

Suppose \( S \subseteq \mathbb{R}^n \) as the search space of \( n \) dimension, and \( X = (x_1, x_2, \cdots, x_n) \in S \) one decision vector, and \( X \in [X_{\min}, X_{\max}]^n \) the boundary constraint. Suppose \( f(X) \) as the objective function and take the minimization for example, then single-objective optimization can be described as:

\[
\min \ f(X) \quad \text{subject to} \quad X \in [X_{\min}, X_{\max}]^n
\]  

(1)

2.2. Mathematical Description of Multi-objective Optimization

Suppose \( S \subseteq \mathbb{R}^n \) as the search space of \( n \) dimension, \( X = (x_1, x_2, \cdots, x_n) \in S \) one decision vector, and \( X \in [X_{\min}, X_{\max}]^n \) the boundary constraint. Suppose \( F(X) = (f_1(X), f_2(X), \cdots f_n(X)) \) as the objective vector containing \( n \) objective functions, and take the minimization for example, then multi-objective optimization can be described as:

\[
\min \ F(X) \quad \text{subject to} \quad X \in [X_{\min}, X_{\max}]^n
\]  

(2)

Generally, for multi-objective optimization problem, there exists no only global optimal solution, so the process of solving multi-objective optimization problems is the process of seeking Pareto solution set. Research of multi-objective programming algorithm mainly focuses on the following three aspects: first, the acquisition of optimal solution set, second, the quality problem of the solution, and third, the management of constraint functions [8].

3. Differential Evolution Algorithm

The basic differential evolution algorithm is the algorithm based on the candidate scheme population, and it is realized by combining existing schemes in the population by using simple mathematical formula, and the scheme is searched in the whole search space. If the new scheme is improved, it will be accepted, otherwise discarded, and this process is repeated until the satisfactory solution is found. Due to such advantages of DE algorithm as easiness to understand and implement, it attracts much attention and has been widely used after the proposal. DE evolutionary operators include mutation, crossover and selection.

(1) Population initialization

Initial population \( X(0) = \{x^0_1, x^0_2, \cdots, x^0_N\} \) is randomly produced in the solution space, in which, \( x^0_i = \{x^0_{i1}, x^0_{i2}, \cdots, x^0_{id}\} \) is used to represent the individual solution of number \( i \) population. Each weight of the individual can be produced according to the following formula:

\[
x_{ij}^0 = x_{j,\min} + \text{rand}(x_{j,\max} - x_{j,\min})
\]  

(3)

In which, \( x_{j,\max} \) and \( x_{j,\min} \) are respectively the upper and lower bound of number \( j \) dimension in the solution space [9].

(2) Mutation operation

For any objective vector \( x_i \) in the parental population, the mutation vector \( v_i \) can be generated according to the following formula:

\[
v_i = x_i + F(\text{rand}(x_{i,\max} - x_{i,\min}))
\]  

(4)

\[
v_i = x_i + F(x_i - x_{\text{best}}) + F(x_{\text{rand}} - x_i)
\]  

(5)

In which, \( F > 0 \) is the real constant controlling the differential mutation, and \( i, i_1, i_2, i_3 \) are individuals randomly selected from the whole population, and \( x_{\text{best}} \) is the best solution found so far [10].

(3) Crossover operation

The aim of differential evolution algorithm crossover operation is to improve the variety of population individual through the random recombination of each dimension weight of mutation vector \( v_i \) and objective vector \( x_i \). New crossover vector is generated according to the following formula:

\[
v_{ij} = \begin{cases} v_{ij}, & \text{if } U < CR \\ x_{ij}, & \text{otherwise} \end{cases}
\]  

(6)

In which, \( CR \) is the crossover probability and \( U \) is the variable randomly generated among 0 and 1.

(4) Selection operation

The selection operation of differential evolution algorithm is one “greed” selection mode. If and only if the fitness value of new vector individual \( u_i \) is better than that of the objective vector individual \( x_i \), \( u_i \) will be accepted by the population. Otherwise, \( x_i \) will still be reserved in the population of the next generation and continue to serve as the objective vector in the iterative computation of the next generation to implement the mutation and crossover operation. Assume the optimization problem as \( \min f(x) \), then the selection operation can be described according to the following formula:

\[
x_i = \begin{cases} v_i, & \text{if } f(v_i) < f(x_i) \\ x_i, & \text{otherwise} \end{cases}
\]  

(7)

In which, fit the fitness value. In terms of DE, the greed selection method is adopted to guarantee that the population of the next
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generation contains the vector with better fitness value.

The individual behavior of differential evolution is mainly manifested in the differential mutation operator and crossover operator. As a random search algorithm simulating natural evolution phenomenon, differential evolution algorithm is likely to realize the global optimal search, but it also has the premature disadvantage. Population has more scattered random configuration at the beginning, but with the process of evolution, the population distribution density among each generation is higher, and the information exchange is reduced gradually, thus making the global optimization ability decrease gradually[11]. Illustration of mutation and crossover operations is shown in Fig.1.

![Illustration of mutation and crossover operations](image)

4. MODDE Algorithm Design

In order to keep the population structure in the process of evolution and ensure the normal operation of the algorithm, when the given evolution algebra is limited, the evolution multi-objective optimization algorithm can’t fully guarantee that enough elite solutions are achieved to be stored in the external archive, and even sometimes it occurs that elite solution number in external archive is less than the population size[12]. In order to avoid possible problems occurring in the above-mentioned external archive strategy, based on "greed" selection mechanism and the non-dominant sorting idea, this paper proposes a non-elite archive multi-objective differential evolution algorithm of the dynamic and update population to be used to solve the multi-objective optimization problem. Differential evolution algorithm using "greed" selection mechanism and the process of population dynamic update is the individual domination selection process[13]. The algorithm design is as follows:

1. When the objective individual $X'_i (i = 1, ..., N_f)$ dominates the test individual $U'_i$, $X'_i$ directly enters into the next generation without updating the current population $P'_t$.

2. When the test individual $U'_i$ dominates the objective individual $X'_i$, the test individual $U'_i$ replaces the objective individual $X'_i$ and enters into the current population $P'_t$.

3. When the test individual $U'_i$ and objective individual $X'_i$ are different from each other and do not dominate each other, the test individual $U'_i$ will also enter into the current population $P'_t$ but rank the last in the current population, and the current population $P'_t$ size will correspondingly add 1. It is worth noting that this new individual entering the current population will take part in the later evolution operation of all objective individuals, but it will no longer serve as objective individual to carry out the mutation, crossover and selection operation in the current population[14].

4. The objective individuals involved in the evolution in this current population are still the first $N_f$ number of individuals in the current population $P'_t$. By the dynamic update, the fine filial generation (test individual $U'_i$) generated from the evolution of the front individual $X'_i$ in the current population $P'_t$ will immediately affect the evolution of the back individual $X'_j (i < j \leq N_f)$, thus contributing to increase the convergence rate of the algorithm[15].

5. When the first $N_f$ number of individuals in the population $P'_t$ is all evolved, each individual will get the corresponding non-dominant level $ND_i$ after the non-dominant sorting is conducted on all individuals of the population $P'_t$ that finally acquired after the dynamic update.

6. If the final acquired population size is larger than the given population, each individual’s crowded entropy $CD_i$ will be further calculated.

7. Then, select the sub-generation population $P'^{t+1}$ entering into the evolution iteration of the next generation according to individual’s non-dominant level $ND_i$ and crowded entropy $CD_i$. Firstly the level $ND_i = 1$ individual will be considered and selected from large $CD_i$ to small $CD_i$, and when all $ND_i = 1$ individuals are selected, then the level $ND_i \geq 2$ individual will be
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considered and selected according to the same manner till $N_i$ number of individuals are selected.

5. MODDE Algorithm Testing

We select the multi-objective optimization testing problem, i.e. DTLZ testing function to verify the validity of above proposed MODDE algorithm, the following is the introduction to the problem and Pareto front.

\[
\begin{align*}
    f_1(x) &= \cos(0.5\pi x_1) \cdots \cos(0.5\pi x_{m-1}) \cos(0.5\pi x_m)(1+g(x)) \\
    f_i(x) &= \cos(0.5\pi x_1) \cdots \cos(0.5\pi x_{m-1}) \sin(0.5\pi x_m)(1+g(x)) & i = 2, \ldots, m-1 \\
    f_m(x) &= \sin(0.5\pi x_m)(1+g(x))
\end{align*}
\]

Figure 1 is the Pareto optimal front of such problem, and its numerical representation is shown in Formula (8). Pareto entropy’s change is caused by the domination of the old solution in the Pareto front end by the new solution acquired by the evolution algorithm, or the replacement of the old solution with poor quality. In terms of the multi-objective evolution algorithm adopting the external file to store Pareto optimal solution set, it is generally thought that the quality of Pareto solution with larger individual density is poor. During the external file update process, Pareto new solution with smaller individual density is often adopted to replace Pareto old solution with larger individual density, thus enhancing the variety similar with Pareto front end, including the distribution uniformity and ductility. Therefore, the dominant and diverse details in the evolution iteration process can be speculated by evaluating Pareto differential entropy in the process of evolution, so as to estimate the evolution state of the multi-objective evolution algorithm, thus providing feedback to the dynamical adjustment of the evolution strategy. But to divide the boundary value of Pareto differential entropy with different evolutionary status is the key factor of this method, and the unreasonable boundary value will lead to the misjudgment of the evolutionary status, consequently, will be likely to induce the adoption of contrary evolution strategy by the evolution algorithm. Pareto front of DTLZ testing function adopted by this paper is shown as Figure 2.

The optimization problem of such test function is the constrained multi-objective optimization problem, and the variable number is more and the solution is very complex. In order to evaluate the efficacy of the MODDE algorithm, the approximate Pareto boundary acquired by solving DTLZ problem. Here the comparison with NSGA-II algorithm is shown in Figure 3.
From the above Figure 3, there exists difficulty in NSGA-II in convergence process, and the approximate boundary cannot be converged. MODDE algorithm performs best, because the corresponding approximate boundary can accurately converge into one curve in 3D space. The optimal solution obtained by MODDE algorithm can well approach Pareto optimal solution, and also has a good variety and breadth, and all obtained optimal solutions very approach the constrained boundary, which is consistent with the relationship represented by Formula (8).

6. Conclusion

Evolution algorithm has been successfully applied in the multi-objective optimization field, and developed into a relatively hot evolutionary multi-objective optimization research direction. The improved differential evolution algorithm MODDE adopted in this paper solves multi-objective optimization problems, and designs a dynamic multi-objective differential evolution algorithm by keeping interacting populations, thus realizing the concurrent execution of the optimization tasks by the iteration. The experimental simulation proves that MODDE can effectively deal with large-scale multi-objective optimization problems.
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