Noise-robust feature based on sparse representation for speaker recognition
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Abstract
The performance of speaker recognition suffers substantial degradation in noisy environments. To solve this problem, we propose a new feature extraction method based on sparse coding to improve the noise robustness of the speaker recognition. In this method, an over-complete dictionary, which is powerful in identifying transient underlying structures and harmonic periodicities, is trained with amounts of unlabeled data. Next, speech signals are sparsely represented by atoms of the dictionary. After that, the proposed feature is extracted from the sparse representation by a tuning function which simulates the hearing mechanism. Experiments show that the proposed method outperforms the mel-frequency cepstral coefficients (MFCC) and the perceptual linear predictive (PLP) feature in various noise conditions.
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Introduction
Although current speaker recognition systems can achieve satisfied accuracy rates, their performances are degraded substantially by environment noises. The main reason is that current speech feature not only represents the speech, but also represents the noises, resulting in a mismatch between training and testing. Currently, two widely used features are mel-frequency cepstral coefficients (MFCCs) and linear predictive cepstral coefficients (LPCCs) [1]. MFCCs mainly simulate the properties of the auditory system, while LPCCs model the vocal tract with an all-pole model. These two methods can achieve satisfied performance under ideal environments. Another widely used feature is the perceptual linear predictive (PLP) feature, which also simulate the mechanism of hearing. However, their performances drop rapidly in adverse condition. Even some de-noise techniques are used; the performance is still degraded because current speech enhancement methods inevitable cause further distortion. Therefore, it is an essential issue to improve the robustness of speaker recognition system by extracting noise-robust features.

Time-relative and non-stationary transient underlying structures such as time relations between acoustic events and harmonic periodicities provide important cues for recognition. The Fourier transform is not suitable to capture these cues, since it is not only cumbersome to represent such transient phenomenon, but also sensitivity to noise [2]. That is why the features based on Fourier transform are sensitive to noise. It is found that the sparse representation can capture the underlying time-frequency structures of sounds at low-bit rates [3]. Therefore, we need a new technique to improve the robustness of speech features.

Current researches show that the neurosensory systems encode stimuli by activating only a small number of neurons out of a large population at the same time [4, 5]. This indicates that the sensory perceptual system of human beings may process signals in a sparse manner. Further studies show that many natural signals, such as image and speech, are sparse or
over-complete dictionary is learned from a speech database. The dictionary learning can be cast as the following optimization problem

$$\arg\min_{\Psi} \|C\|_0 + \lambda \|X - \Psi C\|_F^2$$  \hspace{1cm} (1)$$

where $\Psi = [\psi_1(t) \ldots \psi_T(t)] \in \mathbb{R}^{K \times L}$ denotes an over-complete dictionary which is initialized by cosine and sine functions; $X = [x_1 \ldots x_N] \in \mathbb{R}^{K \times N}$ is a speech frame set with each column $x_n$ being a $K$-dimension speech frame; $C = [c_1 \ldots c_N] \in \mathbb{R}^{L \times N}$ is the sparse coefficient set of $X$; $\| \cdot \|_F$ denotes the $l_F$-norm; and $\lambda$ is a regular parameter which is proportional to residual energy level. Note that each function $\psi_i(t)$ of $\Psi$ is a unit norm function:

$$\int_{-\infty}^{+\infty} \psi_i^2(t) dt = 1$$  \hspace{1cm} (2)$$

Since there are two problems: both of the $l_0$-norm and the joint optimization of $\Psi$ and $C$ are non-convex functions, so the formula (1) is difficult to conduct (NP-Hard problem). Fortunately, Candès et.al [19] have proved that $l_0$-norm in equation (2) can be replaced by $l_1$-norm if the signal is sparse. In addition, the joint optimization problem can be simplified by alternating optimization between $\Psi$ and $C$. So the optimization problem in (1) can be rewritten as:

$$\begin{cases} 
\arg\min_{C} \|C\|_1 + \lambda \|X_1 - \Psi C\|_2^2 \\
\arg\min_{\Psi} \|C\|_1 + \lambda \|X_1 - \Psi C\|_2^2
\end{cases}$$  \hspace{1cm} (3)$$

In the learned dictionary, the number of base functions is more than the dimensionality of the input signal vectors. If the dictionary is well learned, it can be maximized information transfer with the lowest bit rate when signals have strong correlations with the underlying structures [12].

**Sparse representation**

The auditory pathway is sensitive to acoustic underlying structures, and tends to maximize the encoded information with the minimum acoustic underlying structures. Its code mode is similar to the property of sparse representation [20].

In order to find the “best matching impulses”, Lasso algorithm [21] is used to decompose acoustic signals into sparse coefficients in terms of the aforementioned learned over-complete dictionary. For a given speech frame $x_n$ ($n = 1, \ldots, N$) and the learned over-complete dictionary $\Psi$, the sparse representation $c_n$ can be obtained by solving the following problem:

$$\arg\min_{c_n} \|c_n\|_1 + \lambda \|x_n - \Psi c_n\|_2$$  \hspace{1cm} (4)$$

where $c_n \in \mathbb{R}^L$ is the sparse coefficient vector of $x_n$ over $\Psi$, and $c_n$ satisfies $\|c_n\|_0 < L$.  \hspace{1cm} (5)$$
Each non-zero entries of $c_n$ implies that a certain underlying structure is contained in signal $x_n$, and the underlying structure can be perceived by auditory pathway. In auditory pathway, each non-zero entry represents a neuron impulse, and the amplitude of this impulse will be tuned by a tuning function before transmitting to the auditory cortex.

**Speech feature and speaker model**

**Feature extraction method**

Researchers suggested that the tuning function plays a key role in the human auditory system, and the hearing will be lost [15] without the tuning function. In order to simulate the auditory processing mode, the tuning function is introduced to transform the sparse coefficients.

With the learned over-complete dictionary and Lasso algorithm, each input speech vector $x_n (n = 1, ..., N)$ is decomposed into a sparse coefficient vector $c_n \in \mathbb{R}^L$. The entries of the sparse coefficient vector $c_n$ can be written as $c_{in}, l = 1, ..., L$. It is suggested that [22] the following mathematic function is suitable for tuning the sparse coefficient,

$$y_n = |c_{in}|^{2/3}$$

where $y_n$ is the tuned value of the $l$th entry of vector $c_n$, and $y_n = [y_{1n}, ..., y_{Ln}] \in \mathbb{R}^l$ is a vector which contains the tuned value $y_{ln}$.

The latest research showed that the real tuning function of the auditory system is sharper than formula (6) [15], so the formula should be changed to model this mechanism. To this end, the above formula can be generalized as following equation:

$$y_n = |c_{in}|^{2/\rho}, \rho > 0$$

(7)

Where $\rho$ is a variable used to transform the sparse coefficients of $c_{in}, l = 1, ..., L$, and $y_n$ is the transformed value corresponding to $c_n$. With a suitable value of variable $\rho$, the generated vectors $y_n, n = 1, ..., N$ can be used as speech features for speaker recognition. This kind of feature is called auditory tuning based coefficients (ATBC).

For the purpose of generating a kind of robustness and discriminative feature, different values of variable $\rho$ are tested, and it is found that the condition $\rho \geq 50$ is preferable for ATBC. We further find that when the tuning variable $\rho \to +\infty$, then formula (7) can be deduced as follows

$$y_n = |c_{in}|^{2/\rho} \approx \begin{cases} 1, & \text{s.t. } c_{in} \neq 0 \\ 0, & \text{s.t. } c_{in} = 0 \end{cases}$$

(8)

Different with this tuning function, You et.al [6] have presented a kind of robust feature which is transformed from sparse coefficient by 0-norm function, and the representation of 0-norm function is

$$\hat{y}_n = \|c_{in}\|_0 = \begin{cases} 1, & \text{s.t. } c_{in} \neq 0 \\ 0, & \text{s.t. } c_{in} = 0 \end{cases}$$

(9)

The feature actual is a kind of binary feature. Obviously, the function (7) will be equal to the 0-norm function (9) when its variable $\rho \to +\infty$, namely $y_n = \hat{y}_n$. This implies that the 0-norm function is a special case of the auditory tuning function in equation (7).

**Speaker model**

The ATBC feature is high-dimensional and sparse. The Gaussian mixture model which is widely used in speaker recognition is not suitable for the ATBC feature. Based on the characteristics of ATBC, we find that it is reasonable to suppose that the expectation of one speaker is different from those of the others. So we use the expectation of ATBC to model speakers, and the representation of the expectation can be written as follows

$$E(Y^s) = \int_{-\infty}^{+\infty} y_n^s dt$$

(10)

where $E(\cdot)$ and $y_n^s \in \mathbb{R}^l$ denote the expectation operator and ATBC feature of the $s$th speaker respectively. Here, we name the speaker model as a sparse expectation model (shorten as SEM).

Since each column of the above-mentioned learned over-complete dictionary is statistically independent, meaning that the coefficients are non-correlated, so the equation (10) can be rewritten as

$$E(Y^s) = \frac{1}{N^s} \sum_{n=1}^{N^s} y_n^s$$

(11)

Where $N^s$ denotes the total feature number of the $s$th speaker, and $y_n^s \in Y^s = [y_1^s, ..., y_{N^s}^s]$ is ATBC feature.

In order to reduce the effects of speech content, we introduce an expectation version of ‘universal background model’ to strengthen this speaker model.

**Scoring method**

Scoring method is used to measure the similarity between two speaker models. The cosine distance is simple and effective in measuring the similarity of two expectation vectors, so it is chosen as the scoring method between two speaker models. Given a certain input ATBC feature set $y$, its expectation model $E(y)$, and the target speaker models $E_s, s = 1, ..., S$, the representation of the scoring method is:

$$v_s = \langle E_s, E(y) \rangle = E_s^T E(y)/\sqrt{\|E_s\|_2^2 \|E(y)\|_2}$$

(12)

where $T$ denotes the transpose operation, and the $v_s$ is the distance between input speech and the $s$th target speaker model. The classification is made via

$$i = \arg \min_{1 \leq s \leq S} v_s.$$
NIST SRE-2003 one-speaker limited-data task data and the Chinese-863 database are used for experiments. In NIST SRE-2003, the evaluation set consisted of 356 target speakers (149 males, 207 females) and 28160 test trials (2215 target trials, 25945 impostor trials). In Chinese-863 corpus, the evaluation set was composed by 110 target speakers (55 males, 55 females) and 26400 test trials (2400 target trials, 24000 impostor trials). In the two evaluation sets, each target speaker has an approximately 2-minute long recording and each test trial is an approximately 10-second-long recording. In additional, the TIMIT database is chosen to learn an over-complete dictionary. To simulate the noisy conditions, three noises, namely the White, Car and Street noises from the Noisex-92 database are added artificially to the test speech of the Chinese-863 database to simulate noise conditions.

The speech signals are split as speech frames with a window length of 20 ms and window shift of 10ms. The ALIZE [23] tools are used to establish a speaker recognition system. The ATBCs are computed with the above method, and the length of a feature vector is 171-dimensional.

**System configuration**

The MFCC and the PLP are used for comparison. The used feature was 13 MFCCs (c0~c12), appending their first- and second-order derivatives (39-dimensional features). The setup of the PLPs is the same to that of the MFCC. The framework of speaker recognition for these two features is based on the GMM-UBM. The feature proposed in this paper employs the SEM system which is called ATBC-SEM for short.

For the systems of the MFCC and PLP, two gender-dependent UBM-GMMs with 2048 Gaussians are trained for the evaluation of MFCC features. One is built for the NIST SRE-2003 one-speaker limited-data task evaluation, and the UBM is trained on 330 speakers (191 females, 139 males and about 2-minute-long recording for each speaker) of the NIST SRE-2002 database. The other one is built for the robustness evaluation, and the UBM is trained on 90 speakers (45 females, 45 males and approximately 5-minute-long recording for each speaker) from the Chinese-863 database. Cepstral mean subtraction and feature warping [1] are adapted to enhance the feature. A simple three-Gaussians energy-based speech detector is employed to remove the silence (non-speech) frames [24]. The T-Norm is also utilized to improve the recognition performance.

For the ATBC-SEM system, two over-complete dictionaries are learned, each one contains 171 columns. One is trained on TIMIT for the decomposition of NIST SRE-2003 one speaker limited-data recordings; the other one is trained in part of the Chinese-863 database (90 speakers, approximately 5-minute-long recording for each speaker) for the decomposition of the above-mentioned Chinese-863 evaluation set recordings. Then, the ATBC feature is generated by the aforementioned methods. After that, the sparse expectation model is computed. Finally, the cosine distance is used to measure the distance between the input speech and the enrolled speakers.

**Results and analysis**

The DET curve is a convincing indicator in speaker recognition; therefore is chosen to measure the performances. The ATBC-SEM is designed to evaluate the ATBC, and the baseline is used to evaluate the MFCC and the PLP. The results of the evaluation of the NIST SRE-2003 database are shown on Fig. 1. The EER of the MFCC and the PLP are 13.53% and 14.04%, respectively, while that of the ATBC is 10.40%, which is obviously lower the former two features. This result indicates that the ATBC performs better than the MFCC and the PLP under clean conditions.
The results under the Chinese-863 database are shown in Fig. 2. One can see that the EERs of the MFCC and the PLP are 4.94% and 4.86%, respectively. In contrast, the EER of the ATBC is 4.75%. At the SNR of 5 dB, the EERs of the MFCC and the PLP are 8.17% and 8.64%, respectively; the EER of the ATBC is 6.45%. At the SNR of 0 dB, the EERs of the MFCC and the PLP drop down to 14.04% and 14.23%; the EER of the ATBC also drops to 12.69%. These results under different conditions show that the improvement of the ATBC is not obvious under clean condition. With the decrease of the SNR, the ATBC performs much better than the MFCC and the PLP, showing strong noise robustness.

Figure 2. Comparison of the CSC and MFCC, PLP features on Chinese-863 database under clean conditions, and Gaussian White noise condition with SNR=5 and 0 dB.

The results under the Car noise are shown in Fig. 3. One can see that the EERs of the MFCC are 13.42% at 5dB and 19.35% at 0dB. The PLP performs slightly worse than the MFCC, with EERs of 13.22% at 5dB and 19.69% at 0dB. The ATBC achieves a better performance, yielding EERs of 12.60% and 18.56% respectively. The performances under the Street noise are shown in Fig. 4. A similar result is obtained. The Car and Street noises are time-varying, which raises a challenge to speaker recognition. The above results show that the ATBC always performs better than the MFCC and the PLP.

Figure 3. Comparison of the CSC and MFCC, PLP features on Chinese-863 database under Car noise conditions with SNR=5 and 0 dB conditions

Figure 4. Comparison of the CSC and MFCC, PLP features on Chinese-863 database under Street noise conditions with SNR=5 and 0 dB conditions

Conclusions
In this paper, the underlying structure and auditory tuning based robust feature is presented for speaker recognition. The dictionary which is used to model the underlying structure is learned from speech corpus; and then the input speech is sparsely represented by the learned dictionary; finally, the auditory tuning function is used to transform the underlying structure coefficients into the proposed feature. Experiments show that the feature not only more discriminative but also more noise-robust than MFCC.
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